
Reporting Statistical Information
in Medical Journal Articles

S TATISTICS IS not merely about distributions
or probabilities, although these are part of
the discipline. In the broadest sense, statis-
tics is the use of numbers to quantify rela-
tionships in data and thereby answer ques-

tions. Statistical methods allow the researcher to reduce
a spreadsheet of data to counts, means, proportions, rates,
risk ratios, rate differences, and other quantities that con-
vey information. We believe that the presentation of nu-
merical information will be enhanced if authors keep in
mind that their goal is to clarify and explain. We offer
suggestions here for the presentation of statistical infor-
mation to the readers of general medical journals.

NUMBERS THAT CAN BE OMITTED

Most statistical software packages offer a cornucopia of
output. Authors need to be judicious in selecting what
should be presented. A chi-square test will typically pro-
duce the chi-square statistic, the degrees of freedom in
the data, and the P value for the test. In general, chi-
square statistics, t statistics, F statistics, and similar val-
ues should be omitted. Degrees of freedom are not needed.

Even the P value can usually be omitted. In a study
that compares groups, it is customary to present a table that
allows the reader to compare the groups with regard to vari-
ables such as age, sex, or health status. A case-control study
typically compares the cases and controls, whereas a co-
hort study typically compares those exposed and not ex-
posed. Sometimes authors use P values to compare these
study groups. We suggest that these P values should be omit-
ted. In a case-control or cohort study, there is no hypoth-
esis that the 2 groups are similar. We are interested in a
comparison because differences between groups may con-
found estimates of association. If the study sample is large,
small differences that have little confounding influence may
be statistically significant. If the study sample is small, large
differences that are not statistically significant may be im-
portant confounders.1 The bias due to confounding can-
not be judged by statistical significance; we usually judge
this based on whether adjustment for the confounding vari-
able changes the estimate of association.2-6

Even in a randomized trial, in which it is hoped that
the compared groups will be similar as a result of ran-
domization, the use of P values for baseline compari-
sons is not appropriate. If randomization was done prop-
erly, then the only reason for any differences must be
chance.7 It is the magnitude of any difference, not its sta-
tistical significance, that may bias study results and that
may need to be accounted for in the analysis.8

Much regression output serves little purpose in medi-
cal research publication; this usually includes the inter-
cept coefficient, R2, log likelihood, standard errors, and
P values. Estimates of variance explained (such as R2, cor-
relation coefficients, and standardized regression coef-
ficients (sometimes called effect size) are not useful mea-
sures of causal associations or agreement and should not
be presented as the main results of an analysis.9-12 These
measures depend not only on the size of any biological
effect of an exposure, but also on the distribution of the
exposure in the population. Because this distribution can
be influenced by choice of study population and study
design, it makes little sense to standardize on a measure
that can be made smaller or larger by the investigator.
Useful measures for causal associations, such as risk ra-
tios and rate differences, are discussed below. Useful mea-
sures of agreement, such as kappa statistics, the intra-
class correlation coefficient, the concordance coefficient,
and other measures, are discussed in many textbooks and
articles.11-20

Global tests of regression model fit are not helpful
in most articles. Investigators can use these tests to check
that a model does not have major conflicts with the data,
but they should be aware that these tests have low power
to detect problems.21 If the test yields a small P value,
which suggests a problem with the model, investigators
need to consider what this means in the context of their
study. But a large P value cannot reassure authors or read-
ers that the model presented is correct.5

Complex formulas or mathematical notation, such
as log likelihood expressions or symbolic expressions for
regression models, are not useful for general medical
readers.

NUMBERS THAT SHOULD BE INCLUDED

Several authors, including the International Committee
of Medical Journal Editors, have urged that research ar-
ticles present measures of association, such as risk ra-
tios, risk differences, rate ratios, or differences in means,
along with an estimate of the precision for these mea-
sures, such as a 95% confidence interval.1,22-29

Imagine that we compared the outcomes of pa-
tients who received treatment A with the outcomes of
other patients. If we find that the 2-sided P value for this
comparison is .02, we conclude that the probability of
obtaining the observed difference (or a greater differ-
ence) is 1 in 50 if, in the population from which we se-
lected our study subjects, the treatment actually had no
effect on the outcomes. But the P value does not tell read-
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ers if those who received treatment A did better or worse
compared with those who did not. Nor does it tell read-
ers how much better or worse one group did compared
with the other. However, if we report that the risk ratio
for a bad outcome was 0.5 among those who received
treatment A, compared with others, readers can see both
the direction (beneficial) and the size (50% reduction in
the risk of a bad outcome) of treatment A’s association
with bad outcomes. It is also useful, when possible, to
show the proportion of each group that had a bad out-
come or to use something similar, such as a Kaplan-
Meier survival curve. If we report that the 95% confi-
dence interval around the risk ratio of 0.5 was 0.3 to 0.7,
readers can see that the null hypothesis of no associa-
tion (a risk ratio of 1.0) is unlikely and that risk ratios of
0.9 or 0.1 are also unlikely. If we report that the risk ra-
tio was 0.5 (95% confidence interval, 0.2 to 1.3), a reader
can see that the estimate of 0.5 is imprecise and the data
are compatible with no association between treatment and
outcome (a risk ratio of 1.0) and are even compatible with
a harmful association (a risk ratio greater than 1.0). A
point estimate and confidence interval convey more in-
formation than the P value for a test of the hypothesis of
no association. Similarly, means can be compared by pre-
senting their differences with a 95% confidence interval
for the difference.

We acknowledge that sometimes P values may serve
a useful purpose,30 but we recommend that point esti-
mates and confidence intervals be used in preference to
P values in most instances. If P values are given, please
use 2 digits of precision (eg, P=.82). Give 3 digits for val-
ues between .01 and .001 and report smaller values as P
�.001. Do not reduce P values to “not significant” or “NS.”

DESCRIPTIVE TABLES

In tables that compare study groups, it is usually helpful
to include both counts (of patients or events) and col-
umn percentages (Table). In a case-control study, there
are usually column headings for the cases and controls.
For clinical trials or cohort studies, the column head-
ings are typically the trial arms or the exposure catego-
ries. Listing column percentages allows the reader to eas-
ily compare the distribution of data between groups. Do
not give row percentages.

In tables of column percentages, do not include a
row for counts and percentages of missing data. Doing
this will distort the other percentages in the same col-
umn, making it difficult for readers to compare known
information in different columns. The records with miss-
ing data are best omitted for each variable. The investi-
gator hopes that the distribution of information about
those with missing data was similar to those with known
data. The amount of missing data should be described
in the methods section. If there is a lot of missing data
for a variable, say more than 5%, a table footnote can point
this out (Table).

ODDS RATIOS VS RISK RATIOS

In a case-control study, associations are commonly es-
timated using odds ratios. Because case-control studies
are typically done when the study outcome is uncom-
mon in the population from which the cases and con-
trols arose, odds ratios will approximate risk ratios.31,32

Logistic regression is typically used to adjust odds ra-
tios to control for potential confounding by other vari-
ables.

In clinical trials or cohort studies, however, the out-
come may be common. If more than 10% of the study
subjects have the outcome, or if the baseline hazard of
disease is common in a subgroup that contributes a sub-
stantial portion of subjects with the outcome, then the
odds ratio may be considerably further from 1.0 than the
risk ratio.6,33 This may result in a misinterpretation of the
study results by authors, editors, or readers.34-40 One op-
tion is to do the analysis using logistic regression and con-
vert the odds ratios to risk ratios.41-43 Another option is
to estimate a risk ratio using Poisson regression, nega-
tive binomial regression, or a generalized linear model
with a log link and binomial error distribution.44-55 What-
ever choice is made, we urge authors not to interpret odds
ratios as if they were risk ratios in studies where this in-
terpretation is not warranted.

POWER CALCULATIONS AFTER
THE RESULTS ARE KNOWN

Reporting of power calculations makes little sense once
the study has been done.56,57 We think that reviewers who
request such calculations are misguided. We can never
know what a study would have found if it had been larger.
If a study reported an association with a 95% confi-
dence interval that excludes 1.0, then the study was not
underpowered to reject the null hypothesis using a 2-sided
significance level of .05. If the study reported an asso-
ciation with a 95% confidence interval that includes 1.0,
then by that standard the data are compatible with the
range of associations that fall within the confidence in-
terval, including the possibility of no association. Point
estimates and confidence intervals tell us more than any
power calculation about the range of results that are com-
patible with the data.58 In a review of this topic, Good-
man and Berlin wrote that “ . . . we cannot cross back
over the divide and use pre-experiment numbers to in-
terpret the result. That would be like trying to convince
someone that buying a lottery ticket was foolish (the be-

Data From a Hypothetical Randomized Controlled Trial
of Treatment A Compared With Standard Care

Outcome

No. (%) of Patients
Risk Ratio

(95% Confidence
Interval)

Treatment A
(N = 800)

Standard Care
(N = 1200)

Death 18 (2.3) 54 (4.5) 0.50 (0.30 to 0.85)
Hospitalization 100 (12.5) 230 (19.2) 0.65 (0.52 to 0.81)
Treatment

complications*
None 563 (75.1) 615 (55.0) Reference
1 113 (15.1) 280 (25.0) 0.53 (0.44 to 0.65)
2 or more 74 (9.9) 223 (19.9) 0.44 (0.34 to 0.56)

*Data on complications were missing for 6.3% of the treatment A patients
and 6.8% of the standard care patients.
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fore-experiment perspective) after they hit the lottery jack-
pot (the after-experiment perspective)”59(p201)

CITATIONS FOR METHODS SECTIONS

In the methods section, authors should provide suffi-
cient information so that a knowledgeable reader can un-
derstand how the quantitative information in the re-
sults section was generated. For common methods, such
as the chi-square test, Fisher exact test, the 2-sample t
test, linear regression, and logistic regression, we see no
need for a citation. For proportional hazard models, Pois-
son regression, and other less common methods, we rec-
ommend that a textbook be cited so that an interested
person could read further.

Authors sometimes state that their analytic method
was a specific command in a software package. This is
not helpful to persons without that software. Tell read-
ers the method using statistical nomenclature and give
appropriate citations to statistical textbooks and ar-
ticles, so that they could implement the analysis in the
software of their choice.

We see no reason to mention or cite the software used
for common statistical methods. For uncommon meth-
ods, citing the software may be helpful because the reader
may want to acquire software that implements the de-
scribed method and, for some newer methods, results may
be somewhat different depending on the software used.
If you are in doubt, we suggest citing your software.

CLARITY VS STATISTICAL TERMS

Because the readers of general medical journals are not
usually statisticians, we urge that technical statistical terms
be replaced with simpler terms whenever possible. Words
such as “stochastic” or “Hessian matrix” are rarely ap-
propriate in an article and are never appropriate in the
results section.

As an example, imagine that we have done a ran-
domized trial to estimate the risk ratio for pneumonia
among those who received a vaccine compared with oth-
ers. Study subjects ranged in age from 40 to 79 years. We
used regression to estimate that the risk ratio for pneu-
monia was 0.5 among vaccine recipients compared with
controls. As part of our analysis, we wanted to know if
this association was different among those who were
younger (40 to 59 years) compared with those who were
older (60 to 79 years). To do this, we introduced what
statisticians call an interaction term between treatment
group and age group. It is fine to say this in the meth-
ods. But in the results we can avoid both the statisti-
cians’ term (interaction) and the epidemiologists’ term
(effect modification) and simply say, “There was no evi-
dence that the association between being in the vaccine
group and pneumonia varied by age group (P=.62).”

Accurate statements about statistical methods will
sometimes require words that will be unfamiliar to some
readers. We are not asking for clarity at the expense of
accuracy, and we appreciate that sometimes part of the
methods section will be beyond the general reader. The
results section, however, must be written so that the av-
erage reader can understand the study findings.

COMMON LANGUAGE PITFALLS

Avoid use of the word “significant” unless you mean “sta-
tistically significant”; in that case, it is best to use both
those words.

Do not confuse lack of a statistically significant dif-
ference with no difference.60 Imagine that the mean age
is 38.3 years in group A and 37.9 years in group B, with
a mean difference of 0.4 years (95% confidence interval,
2.4 to −1.6). Do not say that the 2 groups did not differ
in regard to age; they clearly do differ, with a mean dif-
ference of 0.4 years. It might be reasonable to say that
the 2 groups were similar with regard to age or that dif-
ferences in mean age were not statistically significant.

DOGMA VS FLEXIBILITY

Biostatistics, like the rest of medicine, is a changing field.
Nothing we have said here is fixed in stone. Today, for
example, we recommend confidence intervals as esti-
mates of precision, but we would be quite willing to ac-
cept a manuscript with likelihood intervals instead.5,61-63

If authors think they have a good reason to ignore some
of our recommendations, we encourage them to write their
manuscript as they see fit and be prepared to persuade
and educate reviewers and editors. If authors keep in mind
the goals of clarity and accuracy, readers will be well
served.

Peter Cummings, MD, MPH
1524 Bear Creek Dr
Bishop, CA 93514
(e-mail: peterc@u.washington.edu)
Frederick P. Rivara, MD, MPH
Seattle, Wash
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